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EXECUTIVE SUMMARY

Béc kground

Almost immediately following the events that comprised what is now known as the
28 March 1979, accident at Three Mile Island, the NRC initiated a Special Inquiry Group
to investigate the causes and consequences of the accident. Since it has been widely
recognized that "human error" played a role in the accident, the Special Inquiry Group was
interested in the extent to which factors incorporated within the discipline of human
factors engineering (e.g., man-machine interface design, procedures, manning and
training) were influential in causing or contributing to the course of the accident. In
August 1979, NRC contracted with the Essex Corporation of Alexandria, Virginia, to
conduct an assessment of the impact of human factors engineering in the accident. This

report constitutes one product of that contractual effort.

Objectives and Scope

The specific objectives of the Essex effort are as follows:

e Establish if design of the interfaces between operators on the one
hand, and equipment and information on the other, had an influence
on the accident

e Determine if the control room at TMI-2 was designed according to
human engineering methods, principles and standards

e Compare the design of TMI-2, from a human engineering standpoint,
with the design of two other plants designed in the same time frame
as TMI-2

e Determine if the design of TMI-2 is in compliance with NRC and
industry standards and criteria

e Establish if design and use of procedures contributed to the accident

e Determine if manning levels and selection criteria contributed to the
accident

e Establish if operator training contributed to the accident.

The scope of the study was limited to the initial 150 minutes of the accident which
covers the period in which the accident developed to the point of uncovering the core.
The remaining time within the accident period involved actions and reactions associated
with the recovery from this event. The study was also limited to an assessment of the

human factors engineering aspects of the control room as compared with other



workstations within the plant. The study identified activities of all personnel involved in
the initial 150 minutes of the accident but focused on the actions (and inactions) of the
four control room shift personnel: the two control room operators, the shift foreman, and

the shift supervisor.

The study was concerned with establishing the role of human factors engineering in
the accident. Human factors engineering is defined as the science of applying behavioral
principles to systems. It is concz\erned with integrating the human element of a system
with the hardware, software, environments and information which make up the system.
The province of human factors engineering essentially involves the prevention of human
error. This is accomplished by designing hardware components, software and information
specifically for the people who will use them, and by ensuring that these people have the
prerequisite skills and knowledges to effectively perform the duties associated with their
designated job. The primary areas of interest for human factors engineering in the TMI-2
incident, therefore, involve hardware design (controls, displays, labels, workspace),
information content and format, procedures, operator selection and training, and control
room manning.

Study Approach

The study was conducted in four tasks:

TASK A Control Room Design at TMI-2

TASK B Analysis of Control Room Activity

TASK C Evaluation of Operator Performance

TASK D Evaluation of Human Factors Engineering in CR Design

TASK A, Control Room Design at TMI-2, was basically concerned with the degree to
which human factors engineering considerations were addressed in the TMI-2 design
development process. This process was reviewed in light of human factors engineering
criteria and practices existing at the time when TMI-2 was undergoing development. The
design and development process and the producf of the process for TMI-2 was then
compared with processes and products for two plants designed in the same time period.
This latter effort was undertaken to determine to what extent were plants generally
constrained by existing standards and criteria. The assessment of the role of human
factors engineering in the TMI-2 design process extended to criteria applied in the process
(I0CFR, industry standards, reactor technical memos, safety guides, regulatory guides,

and the Standard Review Plan), management of the process, control room design planning,
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actual design of the control room and consoles, control room test and evaluation, and

operations conducted in the control room.

TASK B, Analysis of Control Room Activity, was directed at an assessment of the
effect of control room layout and arrangement on operator performance. The principal
products of this task were a detailed sequence of activities for the 150 minute period, and
a full-scale mockup of the consoles within the TMI-2 control room. The mockup was
composed of exact scale photographs (280 in all) of TMI-2 panels mounted on Foam-Core
representations of the consoles. The mockup was used to assess operator movements
throughout the 150 minutes, and also to validate the sequence of activities. In the
validation of operator timelines the crew on duty at TMI on 28 March 1979, directed a
walkthrough of their actions during the 150 minutes.

TASK C, Operator Performance, was concerned with identifying the extent to which
the accident was caused or influenced by factors such as control room manning, operator
selection, and training. Assessments were conducted of the adequacy of manning,
selection and training procedures and methods at TMI-2. Interviews with operators and
training personnel provided inputs and.insights into the adequacy of the selection and
training practices.

TASK D, Evaluation of the Control Room Design in Terms of Human Factors
Engineering, essentially involved application of human factors engineering test and
evaluation methods and measures used in military systems T&E to the assessment of
TMI-2 lighting, labeling, workspace, controls, displays, information processing and
procedures.

Findings
The findings of this investigation concerning the human factors engineering aspects

of the TMI control room and operations include the following:

Control Room Design

e Information required by operators is too often non-existent, poorly
located, ambiguous, or difficult to read.

e Annunciators are poorly organized, are not color coded, are often
difficult to read, and are not arranged in priority order.

e For the RCS, Pressurizer and Secondary System sub-panels of
Panel 4, a total of 91% of applicable human engineering criteria for
displays were not met.
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At TMI there are 1900 displays located on the vertical panels. Of
these, 503, or 26% cannot be seen by a 5th percentile operator
standing at the front panels.

Labeling of controls and displays is in many cases inadequate or
ambiguous, as indicated by the 800 changes made by the operators to
the labels provided.

For the RCS, Pressurizer and Secondary System sub-panels of
Panel 4, a total of 68% of applicable human engineering criteria for
labels were not met.

Control Room Development

Human engineering planning at TMI-2 was virtually nonexistent.

e NRC and the nuclear industry have virtually ignored concerns for
human error.

e Where operator - oriented control panel design bases were used
(Calvert Cliffs and Oconee) the result was more effective man-
machine integration.

Procedures

e A detailed asssessment of EP 2202-1.3 "Loss of Reactor
Coolant/Reactor Coolant System Pressure" revealed serious
deficiencies in content and format.

e There is little consistency between nomenclature used in procedures
and that used on panel components.

e Instructions for control actions seldom provide an indication of the
correct (or incorrect) system response.

o Procedures place an excessive burden on operator short-term
memory.

e Charts and graphs are not integrated with the text.

o [t is not clear which procedures apply to which situations.

o There is no formal method for getting operator inputs into updates of
procedures. ,

e Procedures were grossly deficient in assisting the operators in
diagnosing the feedwater system, diagnosing the PORV failure,
determining when to override HPI, and determining when to go to
natural circulation.

Training

e The Met. Ed. training program was in full compliance with govern-
ment imposed standards concerning training.

e TMI-2 training was deficient in that it was not directed at the skills

and knowledges required of the operators to safely job requirements.
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e The essential operator skill is to be able to diagnose what is
happening in the plant. The most effective training method of
acquiring this skill is simulation. Only 5 percent of training time is
used for simulation training.

Training in emergency procedures was deficient.

Training at TMI-2 failed to provide for measurement of operator
capabilities.

Training at TMI-2 was deficient in its training of instructors.
Training at TMI-2 was based on an archaic approach to learning.
Training at TMI-2 was not closely associated with procedures.

® e o o

Training at TMI-2 generally ignored the fact that operators are
dealing with a slowly responding system..

e The training program at TMI-2 did not provide for formal updating
and upgrading of methods, materials, and course content.

e Training at TMI-2 failed to establish in the crew the readiness
necessary for effective and efficient performance.

Conclusions

The primary conclusion reached on the basis of this investigation was that the
human errors experienced during the TMI incident were not due to operator deficiencies
but rather to inadequacies in equipment design, information presentation, emergency pro-
cedures and training.

This general conclusion is supported by several more specific conclusions which are:

e TMI-2 was designed and built without a central concept or philosophy
for man-machine integration.

e Lack of a central man-machine concept resulted in lack of definition
of the role of operators during emergency situations.

e In the absence of a detailed analysis of information requirements by
operator tasks, some critical parameters were not displayed, some
were not immediately available to the operator because of location,
and the operators were burdened with unnecessary information.

e The control room panel design at TMI-2 violates a number of human
engineering principles resulting in excessive operator motion, work-
load, error probability, and response time.

e The emergency procedures at TMI-2 were deficient as aids to the
operators primarily due to a failure to provide a systematic method
of problem diagnosis.

e Operator training .failed to provide the operators with the skills
necessary to diagnose the incident and take appropriate action.



e Conflicting implications between instrument information, training,
and procedures precluded timely diagnosis of and effective response
to the incident.

With these conclusions the present study is in full agreement with the President's

Commission on TMI, which stated in their final report:

In conclusion, while the major factor that turned this incident into a serious
accident was inappropriate operator action, many factors contributed to the
action of the operators, such as deficiencies in their training, lack of clarity in
their operating procedures, failure of organizations to learn the proper lessons
from previous incidents, and deficiencies in the design of the control room. ..
Therefore — whether or not operator error explains this particular
case — given all the above deficiencies, we are convinced that an accident
like Three Mile Island was eventually inevitable.
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1.0 INTRODUCTION

This report describes a study of human factors engineering aspects of the Three Mile
Island-2 (TMI-2) accident on 28 March 1979. The objective of the study was to evaluate
the causal contributions, if any, of operator performance and effects on operator. '
performance of:

e Control room design
e Operator training
e Emergency procedures

A number of independent investigations have reached the conclusion that operator
error was a significant cause of the accident (33, 48). This conclusion would be difficult
to question. The topic of the current report, however, is the degree to which operator
errors were, in turn, caused by human factors engineering aspects of the control room
design, operator training, and emergency procedures.

1.1 Human Factors Engineering, Systems Engineering and the Three-Mile Island

Accident

Human factors engineering is the science of applying behavioral principles to
systems. It is concerned with integrating the human element with the system hardware,
software, environments and information. The province of human factors engineering in
systems development lies in two general areas: human engineering design and evaluatioh;
and human resources development. Human engineering involves the research, develop-
ment, test and evaluation necessary to ensure that systems hardware, software, environ-
ments and information are designed to support and enhance human performance capa-
bility. Human engineering provides the design and evaluation methods and criteria to
ensure that equipment, procedures, documentation, environments, and information are
designed in terms of human operator capabilities, limitations, and requirements. Human
resources development is directed at specifying the role of people in the system as well as
the number of people (manning), job entry skills and knowledge (selection), and develop-
ment of required skills and knowledge (training).

The overall objective of human factors engineering is to prevent human error. This
is largely achieved by ensuring that systems are developed which are compatible with the

capabilities and limitations of personnel who operate, control, maintain, repair, manage,



or otherwise use them. The scope of human engineering involves all of the interfaces
between the human operator and systems hardware, software, information procedures,
environments, and other operators. The scope of human resources developmert involves
establishment of requirements for manning the system with fully qualified personnel in

sufficient numbers to ensure optimal human performance.

As stated above, human factors engineering is defined as the science of applying
behavioral principles to systems. Human factors engineering is, therefore, one of the
many disciplines under the umbrella. Systems engineering is concerned with the analysis
of system requirements, and the development and integration of system elements which
satisfy these requirements within limitations imposed by operational, technological, and
fiscal constraints. Systems engineering focuses on integration of diverse and often
competing requirements to ensure that the system can process its inputs and achieve its
outputs. Systems engineering achieves its prime;ry outputs, design concepts and criteria
through a process of compromise and trade-off. One of the more important trade-off
issues within the system development process surrounds the questions of what role should
man play in the system, what does he need to accomplish this role, and how is he to be
integrated with the operations, components, information and environments of ’the system.
These questions comprise the raison d'etre of human factors engineering. The contri-
bution of human factors engineering to system development lies in design of system
elements for operability, maintainability, habitability and safety, in the evaluation of
human performance and safety in the conduct of human operations, and in the develop-
ment of skilled personnel to manage, operate and repair the system. Human factors
engineering can only be practiced within the context of a system engineering effort. If
the two are independent, then human factors engineering concepts and criteria, require-
ments and standards will, by definition, fail to even begin to address the integration of

systems personnel with other systems elements.

The Three Mile Island accident was clearly a case of man-machine system which
failed to perform one of its intended functions. Both hardware failure and human error
were causative in the accident. Because of the human error involvement, complete
investigation required evaluation of the system design process and the relationship of the

resulting man-machine integration (or lack thereof) to the accident.



1.2 Study Objectives and Scope

The primary issue addressed was, to what extent was operator performance, or lack
of performance, directly caused or influenced by equipment design features, information
availability and usability, emergency procedures, selection and training, and control room
manning levels. The other side of this issue is, to what extent was operator performance
the result of operator error with little or no impact from human engineering design and
selection, manning and training. If human engineering and/or human resources develop-
ment is judged to have contributed to the cause and severity of the accident, the next
question is, why? Do other nuclear power plants exhibit the same problem to a similar
extent, or are the problems unique to TMI-2? How adequate are the NRC and industry
standards and criteria relating to human engineering design and training program
development and operation? Is the TMI-2 design and training in compliance with these
standards and criteria? How does human engineéring of nuclear plants compare with the
human engineering provided to other complex man-machine systems, e.g., weapon
systems?

Specific study objectives included the following:

e Establish if design of the interfaces between operators on the one
hand, and equipment and information on the other, had an influence
on the accident

e Determine if the control room at TMI-2 was designed according to
human engineering methods, principles and standards

e Compare the design of TMI-2, from a human engineering standpoint,
with the design of two other plants designed in the same time frame
as TMI-2

o Determine if the design of TMI-2 is in compliance with NRC and
industry standards and criteria

e Establish if design and use of procedures contributed to the accident

e Determine if manning levels and selection criteria contributed to the
accident

e Establish if operator training contributed to the accident

The scope of the investigation was limited to the intial 150 minutes of the accident.
This period covers the development of the accident as opposed to the recovery from the
accident. Shortly after the 150 minute point, radiation alarms associated with uncovering
the core were received. Recognition of the severity of the problem and declaration of the
site emergency followed shortly thereafter. ‘



Analysis of personnel activities in the control room was focused on the principal
operating staff — the shift supervisor, shift foreman, and two control room operators.

1.3 Study Approach

The study was conducted in four tasks:

TASK A, "Control Room Design at TMI-2" was concerned with identifying the

criteria which influenced the control room design, and establishing the actual design basis
and operating logic which led to the as-built design of the control room (CR). An
assessment was made as to whether or not the CR was designed in accordance with the
design bases and criteria. Finally the human engineering design of the TMI-2 CR was
compared with that of two other same-vintage plants.

TASK B, "Control Room Activity" led to' the development of operator timelines

identif ying what each operator did and where he was located. A full scale mockup of the
complete control room was constructed and used to identify operator activities and
traffic patterns. Figure | presents a view of the TMI-2 control room while Figure 2
depicts a portion of the Essex control room mockup.

TASK C, "Operator Performance" was concerned with evaluating the adequacy of

the TMI-2 training program and of selection of manning criteria.

TASK D, "Application of Human Factors Principles to CR Design" comprised an

evaluation of the human engineering aspects of the CR, specifically in terms of their
contribution to operator actions and inactions within the initial 150 minutes of the
accident.

The task activities and methods are described in Appendix A. Results of all tasks
and conclusions reached are described in Section 2 in relation to the major operator
actions/inactions during the incident. General results and conclusions are described in
Section 3. The role of human factors in the nuclear power industry is assessed in

Section 4. Details of methods and results are presented in Appendices.
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FIGURE 1
THE CONTROL ROOM AT TMI






FIGURE 2
THE ESSEX TMI-2 MOCK-UP






2.0 THE ACCIDENT

2.1 TMI-2 Incident Summary

The incident at TMI-2 which began at 0400, 28 March 1979 was basically a
Loss-of-Coolant Accident (LOCA). The loss of reactor coolant inventory through a Pilot
Operated Relief Valve (PORYV) resulted in rapid depressurization of the primary system
and eventual core damage. During the incident, radicactive coolant which had been lost
from the primary system was transferred to the auxiliary building and eventually to the
atmosphere.

The fundamental LOCA situation was complicated by a number of unrelated plant
problems which occupied a good deal of the .operators' time and which considerably
complicated the process of diagnosing the fundamental problem.

The current report focuses on operator activities and the relationship of significant
operator actions/inactions to human engineering aspects of the control room design and to
aspects of operator training and written procedures. For this reason, the cﬁronology
presented here is devoted to operator activities rather than to events in the plant itself.
Detailed event and plant status chronologies have been presented elsewhere (33, 43) and
this report does not attempt to duplicate such data except as they relate to displayed

information available to the operators, operator decisions, and operator actions.

The scope of this report is the events transpiring in the CR during the first 150
minutes of the incident. This period of time includes the identification and blocking of
the PORV but does not include the site emergency declaration. The period of 150 minutes
is, therefore, a transition point between identification of the basic problem and

emergency recovery operations.

The 28 March 1979 lncidenbt at TMI-2 began at approximately 0400 with closing of
condensate polisher valves due to water in the instrument air lines. Lack of suction
pressure led to tripping of condensate and condensate booster pumps. The main feedwater
pumps tripped by plant design on loss of suction and the turbine tripped by plant design on

loss of main feedwater. The emergency feedwater pumps started.

Loss of the turbine results in reduction of heat transfer from the primary system
with consequent increases in volume, temperature, and pressure in the reactor coolant

system. Pressure rapidly reached the PORV opening setpoint of 2255 psi and the PORV



opened releasing coolant to the reactor coolant drain tank (RCDT). The PORYV opening
was a normal response to relieve high primary pressure. Pressure increased to the reactor
trip setpoint of 2355 psi and the reactor tripped at about 8 seccnds. Decreasing RCS
pressure should have resulted in closing the PORV at 2205 psi, but it failed to close and
remained open at this point. The open PORV was not recognized by the operators until
138 minutes during which time depressurization of the primary system led to void

formation and extensive core damage.

Dropping RCS pressure reached 1640 psi at about 2 minutes when high pressure
injection was initiated automatically by the engineered safety features logic. RCS
pressurizer level was rising at this point as expected by the operators. Operator training
and procedures stress control of level in the pressurizer to avoid a solid primary system.
With pressurizer rapidly increasing, operators became concerned about going solid due to
continued HPI flow. They, therefore, bypassed the ES and throttled makeup flow despite
the fact that primary pressure was decreasing.

Shortly after this, the RCS hot leg temperature and RCS pressure reached
saturation conditions with resulting void formation. Under these conditions, pressurizer
level is not a valid indicator of total primary inventory. Based on training, however, the

operators considered pressurizer level to be a positive indication of core coverage.

On the secondary side, feedwater flow to the once-through steam generators
(OTSGs) was lost when the main feed pump tripped. The emergency feed pumps started
automatically but flow was blocked by closed valves in the EFW system. The valves in
question are required to be open during operation but had been closed at some time prior
to the shift. The lack of EFW flow was detected at about 5 minutes and restored at about
8 minutes during which time the OTSGs boiled dry and all heat transfer from primary to
secondary was lost.

Establishing this transfer was further complicated by several problems in the
condensate system, all of which resulted in loss of capability to reject from the
condensate hotwell, high hotwell level, and lack of enough suction pressure to run
condensate booster pumps. Since flooding out the hotwell could result in loss of a number
of pumps, the hotwell and hotwell reject line-up became an area of major concern.
Restoration of steam generator levels and condensate system operation occupied the
attention of the shift supervisor and one control room operator from a few minutes until
one hour into the accident. Despite these efforts, hotwell rejection was not restored due

to a failed reject valve. The operators were forced to go to the use of atmospheric relief



valves in order to obtain secondary heat transfer without flooding the hotwell. This

procedure was initiated at about one hour into the incident.

By this time, the primary system had been in saturation for approximately 5&
minutes. Pressurizer level was oscillating between 375-390 inches out of an indicated 400
inches when solid. RCS pressure was at 1100 to 1200 psi. By this time, numerous clues to
the LOCA situation were known to the operators including:

e Continued low RCS pressure despite running makeup and let down at
normal values

e Rupture of the RCDT diaphragm and flooding of the reactor building
(RB) sump

e PORV outlet temperatures in the vicinity of 280° compared with
code safety outlet temperatures of 220

Countering these indications were a continuing high pressurizer level, absence of
reactor building indication alarms, and a panel status light erroneously indicating the
PORV to be closed. Training and procedures both assert that the classical LOCA
symptoms are low pressurizer level and low RCS pressure. In this event, however,
pressure was low and level was high, which does not match emergency procedure
symptoms.

Two problems absorbed the attention of operators during a period of time following
one hour into the incident. The reactor coolant (RC) pumps had been pumping two phase
mixture resulting in vibration alarms and reduced flow rate. The operators had specified
criteria for shutting down the RC pumps. These criteria were exceeded. The operators
were faced with a conflict between keeping the pumps running to maintain RCS
circulation and reduce RCS temperature at the risk of pum'p failure versus shutting down

the pumps as required by procedure and losing RCS circulation.

During the same time period, the symptoms of a tube leak in the B OTSG misled
operators as to the reason for the water in the RB sump. Level continued to rise in the B
OTSG after the control valves were shut leading operators to suspect a primary to
secondary leak with loss of inventory into the reactor building. Consequently, the B OTSG
was isolated resulting in a small decrease in RB pressure. This tended to confirm the
hypothesis that an OTSG leak was responsible for the full RB sump and increased RB

pressure when, in fact, the stuck PORV was the cause of both phenomena.

At about 74 minutes the B loop RC pumps were stopped due to the alarms and flow

reduction noted above. Shortly after this, an analysis of coolant showed a boron



concentration of 700 ppm despite a concentration of over 1000 ppm in the makeup water
being supplied. Oscillation and an increasing trend on the source range NI's were noted.
At about 90 minutes, a second coolant analysis showed 400-500 ppm boron. Continued
alarms were received associated with the operating A loop RC pumps. These were
secured at about 101 minutes as required by the operating procedure.

With no forced circulation in the primary system, the operators began feeding up the
A OTSG in an attempt to achieve natural circulation. Due to the two phase mixture in
the primary system and the low primary pressure, little heat was transferred by this
method. The loop A hot and cold leg temperatures diverged widely over the next period
of time.

Significant portions of the core appear to have been uncovered during this time.

At about 138 minutes, the operators finally interpreted the relative PORV and code
safety temperatureé as indicating a possible PORV leak. The block valve for the PORV
was closed at this time. RB pressure dropped immediately and RCS pressure began to
increase showing the open PORV to be the problem.

Following isolation of the PORV discussions were held concerning entry into the
containment to vent the hot legs. Radiation alarms were then received showing high
readings at about 150 minutes. Existence of a radiation release became increasingly clear
shortly after the 150 minute period leading to the site emergency declaration at about 174
minutes (0654).

2.2 Analysis of Human Error in the Accident

Human errors may be defined as a f'ailure, on the part of the human operator, to
perform an assigned task within specified limits of tolerance; with such limits generally
being couched in terms of accuracy, sequence or time. Human error is best conceived
within the context of an input-mediation-output model, such as that described by
McCormick (1976). This model derives from the basic sequence of psychological
functioning, specifically, S (stimulus), O (organism), R (response). As McCormick points
out, human error occurs when any element in this sequence is disrupted, such as
", . .failure to perceive a stimulus, inability to discriminate among various stimuli,
misinterpretation of meaning of stimuli, not knowing what response to make to a
particular stimulus, physical inability to make a required response, and responding out of
sequence" (p. 25).
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While the phrase "human error'" covers a multitude of sins, it also resuits from a
multitude of causes, not all of which imply a deficiency on the part of the operator.
Human errors result from a variety of causes including: the operator himself; conditions
under which he is operating; design of equipment and information required for the
performance of tasks; design of procedures which support the completion of task
sequences; and training. Specific factors in the incidence of human error in each of these
areas are as follows:

e Operator factors in human error incidence
- fatigue
- disorientation
- distraction
- motivation
- forgetting
- confusion
- expectancy or set
- psychological stress
- inadequate reasoning/problem solving capability
- inadequate skill levels
- inadequate knowledge

e Operational factors in human error incidence
- time constraints
- interfering activities
- poor communications
- excessive workloads
- environmental stress (noise levels, lighting levels, tempera-
ture, etc.)

e Design factors in human error incidence
- control/display location
- control/display arrangement
- control/display identification or coding
- control/display operation or response
- information availability
- information readability
- availability of feedback information

o Procedural factors in human error incidence
- erroroneous instructions or directives
- incomplete or inconsistent instructions
- confusing directives

® Training factors in human error incidence
- inadequate knowledge training
- inadequate skill training
In regard to the March 28th incident at TMI, it appears that human error had a
significant impact on the course and severity of the accident. Of particular consequence

were operator actions/inactions during four major operational sequences: delay in

11



isolating the failed PORV; inadequate management of the O steam generator levels;
bypassing SI/throttling HPI; and, control of RC pumps/establishing conditions for natural
circulation. The following sections describe the relationship between human errors
occurring during these sequences and the design, training and procedures extant in the

system.

2.2.1 Delay in Isolating Failed PORV

Time — 00:00:12 - 02:18:00

Plant Status — Following initial turbine trip, there was an anticipated increase in
pressurizer pressure resulting in the lifting of the PORV. As pressure decreased below
the setpoint value (2205 psig) following reactor trip, the electrical power to the pilot
valve was automatically cutoff signaling to the PORV to close. The valve, however,
remained in the full open position which resulted in the loss of the pressurizer steam
bubble, and, subsequently, a signficant decrease in RCS level and pressure.

Operator Actions/Inactions — At approximately 48 seconds into the accident, the

pressurizer level reached a minimum level of 158 inches and began a rapid increase. By 3
minutes 28 seconds into the accident, the level had increased beyond the nominal high
level setpoint of 260 inches and was still increasing. At this point, it is assumed that the
operator checked the status of the PORV indicator (Figure 3), which erroneously indicated
that the valve was closed, dismissed the PORV as a possible cause of pressurizer
malfunction, and proceeded ‘to stop makeup pump | C (MU-P-IC) and throttle HPI
isolation valves (MU-V-16A, B, C, D) to avoid allowing the pressurizer to become
"water -solid" (00:04:38).

During the next 134 minutes of the accident, the operators continued to assume the
accuracy of the PORV-closed indication, which resulted in the development of a number

of false hypotheses concerning the loss of control over pressurizer level.

Design Problems — The following design deficiencies significantly contributed to

operator performance during this sequence:

e Invalid Information. The PORV status indicator is a single red light
located on Panel 4. The light is designed to come on when an
electrical signal is transmitted to the PORYV to open, and go out when
a signal is transmitted for the valve to close. As indicated in
Figure 3 the light is labeled "Light on — RC-RV2 open." This design
is a violation of basic HFE principles as referenced by the following
provision of MIL-STD-1472B, paragraph 5.2.2.1.4. "The absence or
extinguishment of a signal or visual indication shall not be used to
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denote a 'go-ahead,' 'ready,' 'in-tolerance,' or completion condition...
Changes in display status shall signify changes in functional status
rather than results of control actuation alone."

e Nonavailability of Information. There is no displayed indication of
flow through the pressurizer relief valve discharge line. As a result,
the operator had to infer flow through the line by monitoring the
temperature of the PORV exhaust pipe.

e Improper Display Location. The status panel for the reactor coolant
drain tank (RCDT) is located on panel 8A which is outside the main
operating area of the control room. Emergency Procedure 2202-1.5
"Pressurizer System Failure" (Revision 3, 9/29/78) lists RCDT pres-
sure and temperature as primary symptoms of a failed PORV.

e Labeling. As indicated in Figure 3 the PORV indicator panel has
several operator added labels, which reflects the inadequacy of the
original labeling approach. Label nomenclature is not consistent with
procedures which refer to RC-V2 as the electromatic relief isolation
valve rather than the pressurizer relief isolation valve (EP 2202-1.5,
page 1).

Training and Procedures Problems — The following training and procedures inade-

quacies significantly contributed to operator performance during this sequence:

e Operators were conditioned to avoid having a solid pressurizer;
therefore, they attended almost completely to pressurizer level and
neglected RCS pressure. This conditioning was derived directly from
TMI-2 Technical Specifications which state that the pressurizer must
not be filled with water to solid water condition, 400 inches, except
as required for system hydrostatic tests.

e They thought the drop in RCS pressure was due to the loss of the
bubble in the pressurizer, an event that they had never experienced
on the simulator.

e The emergency procedures for a LOCA state that symptoms include
loss of pressure and level. Operators were trained to assume that a
RCS leak must be followed by a reduction in level.

e Operators were conditioned to believe that as long as they had
coolant in the pressurizer, the core was covered.

o Operators were conditioned to believe that the absence of illu-
mination of the PORV status light must mean that the PORYV is
closed, rather than simply that a signal commanding the valve to
open was not present.

e Operators had expected higher than normal PORV exhaust pipe
temperatures since the pressurizer was known to have been leaking
earlier and had opened at 3 seconds into the accident. This is an
example of the phenomenon of prior experience serving to establish
expectancies in the absence of adequate training. In addition, they
had no real guidance concerning how high PORV outlet temperature
should be, or how great a difference between PORYV outlet tempera-
ture and code safety valve outlet temperature was tolerable.
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Analysis — Isolation of the failed PORV was obviously the most critical operator
action which occurred during the first 150 minutes of the accident. The fact that the
operators failed to recognize the PORYV as the source of the primary system leak resulted
in a series of operator actions/inactions which ultimately led to the uncovering of the
reactor core. In retrospect, however, it is apparent that the operator performance was
driven by a conception of plant status which was based on inadequate and erroneous

information.

The PORYV status indicator clearly misled the operators conéerning the position of
that valve. In the absence of a direct indication of flow through the relief valve discharge
line, the operators were forced to rely on extrapolation of flow from temperature. This
method was patently inadequate since the exhaust pipe temperature would be expected to
increase following the lifting of the valve and no information is provided to the operators
regarding the expected rate of cooling for that line. Finally, information concerning the
status of the various RCDT parameters was displayed on a panel outside the main
operating area of the control room. The operators would have had to leave their principal
operating stations to monitor RCDT status, which was untenable, given that they were in
manual control of the system. Additionally, the information displayed on the RCDT panel
is not recorded on a strip chart. As a result, when the operators did go to the panel, they
had no way of determining the trends of the drain tank parameters.

2.2.2 Bypassing SI/Throttling HPI/Increasing Letdown

Time — 00:04:00 - 01:40:00 (Approximate)

Plant Status — Following the reactor trip, the RCS pressure decreased below the
safety injection system low level setpoint of 1640 psig, resulting in initiation of safety
injection (approximately 2 minutes into accident).

Operator Actions/Inactions — At approximately 4 minutes into the accident, the

operator bypassed safety injection, throttled the HPI, increased letdown and removed
makeup pump 1C from operation in an attempt to arrest pressurizer level increase. The
HPI was maintained in a throttled condition until approximately 100 minutes into the
accident, resulting in an average net input of 70 gpm during this period. Emergency
Procedure 2202-1.3 "Loss of Reactor Coolant System Pressure" cites a minimum design
injection flow to the reactor core of 250 gpm per HPI flow leg.

Design Problems — The following design deficiencies significantly contributed to

operator performance during this sequence:
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e Invalid Information. As previously described, the erroneous closed
indication for the PORYV, in combination with high pressurizer level,
delayed recognition of a primary system leak.

e Nonavailability of Information. There is no direct indication of
coolant level within the reactor core. RCS inventory must be
inferred from pressurizer level, which presumes an intact pressurizer.

Training and Procedures Problems — The following training and procedures inade-

quacies significantly affected operator performance during this sequence:

e Operators were conditioned to bypass the ES since, following a
turbine trip, the pressure has on occasion dropped below the 1640 psig
SI initiation point.

e Operators were conditioned to avoid going solid; therefore, they
concluded that, with a high pressurizer level, keeping HPI full on
would only further increase the pressurizer level, increasing the
likelihood of achieving a solid water condition.

e Operators were trained to reset the ES as soon as possible to prevent
injection of sodium hydroxide into the reactor.

e In the deposition of Mr. M. L. Beers of the Met. Ed. Training Division
before the President's commission on the accident at TMI, Mr. Beers
was asked "... trying to track through if an operator in that situation
on the 28th of March had the question of whether he should throttle
HPI, it is your reading of the procedures that under the circum-
stances that prevailed, there was no direct guidance as to what
criteria should be used to throttle HPI in this: procedure itself?"
Answer: "That is true." Question: "What you are saying is that in the
absence of some specific guidance in an emergency procedure, the
operator fell back on his general training and that related to the
control of the pressurizer level?" Answer: "Yes."

Analysis — Operator performance during this sequence was consistent with their
training in regard to the equivalence of pressurizer level to RCS inventory. Operating
under the assumption that the PORV was closed, and in the absence of a verifiable

indication of RCS inventory, the operators attempted to reestablish pressurizer level by
throtting the HPI and increasing letdown.

2.2.3 Management of Steam Generator Level

2.2.3.1 Delay in Opening Closed Feedwater Header Isolation Valves

Time — 00:00:00 - 00:08:00 (Approximate)

Plant Status — Prior to the onset of the accident, steam generator feedwater pumps
1A and 1B, condensate booster pumps 2A and 2B, and condensate pumps 1A and 1B were in

service. Operators were attempting to transfer spent resins from a condensate system
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polisher to the regeneration receiving tank. At this point, water was inadvertantly forced
into the instrument air system causing the polisher isolation valves to close. Subse-
quently, the condensate booster pumps tripped which resulted in the tripping of the main
feedwater pumps, and an almost simultaneous tripping of the turbine. Following the
tripping of both feedwater pumps, three emergency feedwater pumps started, and both
emergency feedwater valves 11A and 11B (EF-V1lA & 11B) began travelling open.
Feedwater head isolation valves 12A and 12B were closed.

Operator Actions/Inactions — At approximately 45 seconds into the accident, the

operator noted that both feedwater pumps had tripped, and steam generator level was
approximately 30 inches and decreasing; however, all three emergency feedwater pumps
were running and emergency feedwater valves 11A and 1lB were travelling open. The
operator did not notice that EF-V12A and 12B were closed; however, he would not have

been expected to check these valves since they are normally open.

The operator then proceeded to the turbine station (panel 5) to monitor turbine
status. When he returned to the feedwater station, at approximately 2 minutes into the
-accident, he noticed that the steam generator level had decreased to 10 inches, which is
equivalent to dry. At this point, the operator assumed manual control of EF-Vi1A and
11B and increased demand for opening. It was not until approximately 8 minutes into the
accident that the operator noted the EF-V12A and 12B were closed. Upon recognition of
this fact, the operator opened both valves allowing feedwater to be introduced into the
dry steam generator. One problem noted in identifying the status of the normally open 12
valves was that the status lights for EF-V12B were covered by a tag as depicted in
Figure 4.

Design Problems — The following design deficiencies significantly contributed to

operator performance during this sequence:

e Nonavailability of Information. There is no displayed indication of
emergency feedwater flow to the steam generator. The operator
must infer flow to the steam generator by monitoring changes in
steam generator level and/or RCS temperature.

There is no displayed indication or alarm to indicate that the
emergency feedwater system is in a misaligned or inoperative condi-
tion. The operator must visually inspect pump status and valve
alignment to confirm that the system is functioning properly.

e Workstation Design/Panel Layout. The feedwater panel is not laid
out in a sequential or otherwise logical fashion (i.e., mimic). Control
and display placement on the panel is inconsistent: as indicated in
Figure 5, "A" loop components are placed above "B" loop components
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(e.g., emergency feedwater control valves llA and [IB), in other
cases "A" loop components are placed below "B" loop components
(e.g., feed water header isolation valves 12A and 12B). In still other
cases, "A" [oop and "B" loop components are placed side-by-side (e.g.,
feedwater latching system). There are two pairs of controls labeled
11A&B (EF-VI1A&B and MS-VI11A&B) located one on top of the
other. The arrangement of system A and B controls is haphazard
with EF-V5A, EF-V12B, and MS-VI11A all side by side. Control-
display relationships are not obvious or consistent. For example,
indicator lights for the emergency feedwater control valves are
placed on the vertical panel of the console several inches to the left
of their associated controls.

Training Problems — The major training requirement during this sequence involves

the development of effective visual search strategies. There is no indication that the

operators received such training.

Analysis — In the absence of an alarm or indicator to annunciate inoperative
emergency feedwater system, the operator was forced to rely on his visual search skills to
determine the correct alignment of the system. The visual scan requirements neces-
sitated by the feedwater panel layout are excessive and unorganized, and, therefore, not
conducive to effective operator performance. Had the panel been laid out in a sequential
or mimic fashion, moving consistently from left to right and top to bottom, the operator

would most likely have observed the closed feedwater header isolation valves.

2.2.3.2 Allowing Steam Generator "A" to Boil Dry

Time — 00:94:00 (Approximate)

Plant Status — At approximately 74 minutes into the accident, the operators
stopped reactor coolant pumps 1B and 2B in response to decreasing RCS pressure. Steam
- generator "B" level was increasing and pressure decreasing inexplicably, and steam

generator "A" level was steady at approximately 30 inches (£ 10 inches).

Operator Actions/Inactions — At approximately 87 minutes into the accident, the

"B" steam generator was isolated. This action was based on the hypothesis that the
increase in reactor building pressure may have been due to a leak in the "B" steam
generator secondary side. At aproximately 91 minutes into the accident, there was a
significant increase in steam flow from the "A" generator, followed by a rapid decrease.
Subsequent to this point, the operator increased feedwater flow to the "B'" steam

generator which was isolated, allowing the "A" steam generator to boil dry.
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Design Problems — As previously described, the panel layout of the feedwater

station necessitates excessive and unorganized visual scan requirements, inhibiting effi-
cient operator performance.

Training Problems — Again, formal training in visual search might have prevented

this error.

Analysis — There is no épparent logic in the fact that the operator increased that
the A-B sequencing of the "12" emergency feedwater header isolation valves is reversed
to that of the "11" valves, it may be convincingly argued that the operator actually
manipulated the wrong control; that is, he thought he was increasing feedwater flow to
the "A" steam generator, when he was in fact increasing flow to the isolated "B"
generator. This position is supported by the fact that there is no direct indication of
emergency feedwater flow.

2.2.4 Reactor Coolant Pump Operation/Establishing Natural Circulation

Time — 00:00:00 - 01:41:00

Plant Status — Prior to the accident, the plant was operating at full power (97%),
and all four reactor coolant pumps (RC-PlA, P2A, P1B, P2B) were operating. At
approximately 6 minutes into the accident, RCS temperature and pressure reached
saturation conditions (585°F and 1050 psig, respectively). There was an increase in RCS
pressure to approximately 1275 psig by 15 minutes into the accident, at which time
pressure began to decrease. From approximately 20 to 60 minutes into the accident,
system parameters were generally stable, with RCS pressure at 1015 psig, RC average
temperature at 550°F, and pressurizer level between 380-395 inches. From approxi-
mately 22 minutes into the accident until the RC pumps were tripped, RCP full speed and
vibration alarms were occurring.

Operator Actions/Inactions — During this sequence, one of the operator's major

concerns was the reduction of RCS temperature. To achieve this, it appeared necessary
to continue RC pump operation, despite RCS pressure and pump vibration indications
outside of established operating limits. At this writing, the impact of this action remains
to be determined; however, it is clear that when the pumps were stopped, conditions for
natural circulation had not been established.

Design Problems — The following design deficiencies may have contributed to

operator performance during this sequence:
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e Improper Display Location — Displays for RC pump vibration and
eccentricity are located 7 feet off the floor on back panel 10,
approximately 20 feet from the main RC pump station on panel 4. At
such a distance, it would have been impossible to read the displays
accurately from the main operating position. Additionally, the
location of control with respect to the operator's normal line of sight,
-results in extreme parallax problems, and greatly increases the pro-
bability of reading error.

e Display Design — Alarms for high vibration are located above the
vibration indicators on panel 10, approximately 7 feet 4 inches off
the floor. The size and luminance of these alarms are inadequate for
the expected viewing distance, making them difficult to perceive.

Training and Procedures Problems — The following training and procedures inade-

quacies contributed to operator performance during this sequence:

Failure to Trip RC Pumps

e Procedure 2202-1.3A, "Loss of Reactor Coolant/Reactor Coolant
System Pressure” step 3.2.7 states that RC pumps should be tripped
before RC presssure decreases below pump (NPSH (net positive
suction head). The same procedure, Section B, 2.2.4 directs the
operator to trip the RC pumps before reaching 1200 psig. RC
pressure decreased to 1200 psig 15 minutes into the accident and was
at about 1020 when the last two pumps were finally tripped at 101
minutes. While the operators did have a procedure indicating what
action they should take with respect to RC pumps, they did not know
at the time that the procedure was in effect. The draft EPRI report
on the TMI accident, Appendix OPS "Operator Action," indicates that
while procedure 2202-1.3 was a "procedure of significance" from 13
seconds on, it was not in effect until 138 minutes, when the PORV
block valve was closed. Without any formal guidance the crew must
have been making decisions based on best available data, and displays
of RC temperature presented to them at that time probably led them
to decide to keep the pumps on.

Attempts to Establish Natural Circulation

e Procedure 2102-3.3, "Decay Heat Removal via OTSG" states that RC
temperature, pressure and cooldown rates must be maintained within
the limits specified in a contained figure. The RC pressure and
temperature existing at the time that the crew decided to go to
natural circulation were well outside these limits (pressure low and
temperature high). The crew had not received any specific training
in natural circulation either in classroom training or on the simulator.
The report of the NRC Office of Inspection and Enforcement on the
accident at TMI concludes that the lack of training contributed to the
attempt of the operators to place the plant in natural circulation
mode of decay heat removal when parameters were outside the
procedural requirements.
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2.2.5 Causes of Human Error in the TMI Accident

As indicated in the above sections the operators did make several errors which had
serious consequences in terms of plant safety. An analysis was conducied to determine
the extent to which these errors were due to operator factors and were in the true sense
of the phrase "human errors." The influence of each of the operator factors identified in
Section 2.2 was assessed. In reviewing the transcripts of the several interviews conducted
with the control room operators there is no evidence that, at the time of the accident, the
actions and inactions of the operators were significantly influenced by fatigue, disorienta-
tion, or distractions. They obviously had not forgotten immediate actions prescribed by
emergency procedures. Confusion did play a part in that operators stated on several
occasions that they did not understand what was happening at the plant. The cause for
this confusion, however, was inadequate information presentation rather than any inherent
limitation on the part of the operators. It is apparent that several operator errors were
caused or influenced by expectancy or set. Set is a psychological construct defined as a
temporary but often recurrent condition of a person that: (a) orients him toward certain
stimuli and events rather than others, selectively sensitizing him for those stimuli and
events; and (b) facilitates certain activities or responses rather than others (English and
English, 1958). The inﬂuence of expectancy or set in the TMI incident is evident in the
tendency to evaluate indications of present plant status in terms of events or conditions
occurring in the recent past. Thus the high exhaust pipe temperature of the PORV was
not considered excessive due to the fact that the valve had been leaking for some time
prior to time that the valve failed to open. Operators also seemed conditioned to expect
problems in the secondary system and not in the primary system due to their prior
experience with both systems. Such expectancies, combined with the slow response of the
system, had the effect of delaying recognition of the real problems. Development of
these errorenous expectancies, however, does not reflect on the operators themselves but
rather on their training. In the absence of adequate training, operators will use whatever
information is at their disposal, including their knowledge of what has been happening in
the plant in the recent past, and over the period of their involvement with the system. It
is the function of training to provide a capability of integrating displayed information to
arrive at an understanding of what is happening in the plant and what action is required,
independently of what has been happening in the recent past. The training provided the
TMI operators was obviously deficient in this regard. It might also be noted that the
importance of operator expectancy or set in the TMI. incident is evident from the fact

that several decisions, including the determination that the PORV was open, were reached
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by personnel who were fresh to the problem, who did not have the recent experience with
the plant and who were able to assess available information on its own merits without

reference to prior influences.

The influence of psychological stress as a determinent in the TMI accident is
difficult to determine given available data. It is apparent that the operators were
increasingly under stress over the course of the accident; however, there is no indication

that inappropriate actions or inactions were due directly to the stress condition.

Another operator function in human error incidence is inadequate reasoning or
problem solving capability on the part of the operators. No evidence has been obtained in
this investigation to indicate any problems whatsoever in the reasoning or problem solving
capabilities of any of the operators or duty at the time of the accident. To the contrary,
when scores of the requalification examination for 1978-79 were reviewed it was
determined that the shift supervisor on duty at TMI-2 on 28 March scored highest of all
TMI operators. The two control room operators for whom scores are available both scored
in the upper fifty percent of the population of operators. There is then no evidence that
human errors were due to intellectual deficiencies on the part of the operators.

The remaining operator factors in human error incidence -are inadequate skills and
knowledges. It must be conceded that the operators were not skilled, nor were they
sufficiently knowledgeable, to diagnose what was happening in the plant and to determine
what were the actions appropriate for restoring the plant to a safe condition. They were
apparently unable to account for a situation wherein pressurizer level is increasing while
RCS pressure is decreasing. They seemed to be ill prepared to deal with a condition of
saturation. They obviously did not understand the prerequisite conditions for going to
natural circulation. The next questions is, why? Why was a crew of qualified,
experienced and evidently intelligent operators unable to solve the problem of a failed
open PORV Could a different group of operators have done better? Do the obvious
inadequacies in skills and knowedges of the March 28 TMI-2 crew reflect a problem in
operator selection, or in operator training and support? An ancillary question is, to what
degree were the operators prepared for the stress imposed on them by the events of the
accident? How well were they trained in diagnosis of failure conditions? How effective
were abnormal and emergency procedures in supporting them to determine a course of
action which returned the plant to a safe condition? How effective was control room
design in providing them with information on what was happening and what they had to do,
-and when, and how? Consider the support given the operators in the accident. They were

presented with:
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e A supposedly direct display of PORV status, which was wrong!

e No training or procedures telling them how to diagnose high PORV
exhaust temperatures or how to determine the meaning of the dif-
ference in temperature between the PORV and the code safety
valves.

e No training or procedures instructing them what to do in the situation
of a high pressurizer level with decreasing RCS temperature.

e No display of emergency feedwater flow, requiring the operator to
infer flow by monitoring steam generator levels and RCS tempera-
ture.

e No display of flow through the PORYV
No display that the system has reached saturation.

e Display of RC pump vibration and eccentricity several feet above the
control room floor.

e No display of coolant at the core.

RCDT displays on the back of control room panels, out of sight of
operators at normal operating stations.

e Strip charts of critical parameters, such as pressurizer level, which
are difficult to read.

e Annunciators (750 total) which are not functionally grouped nor
prioritized and which were of no real use to the operators during the
150 minutes.

e Arrangement of ESF indicators such that only half of the indication
can be seen by a 6 foot tall operator.

e Inconsistency between the labeling of controls and displays on the
panel, and the designations identified in emergency procedures.

e Emphasis during training on avoiding a solid pressurizer, without
regard to the implications of throttling HPI, such as uncovering the
core.

e Poorly arranged panels wherein controls and displays are not grouped
by function or sequence of operation.

e Absence of specific training on natural circulation conditions or
conditions of saturation.

It can therefore be concluded that the human errors experienced during the TMI
incident were not due to operator deficiencies but rather to inadequacies in design,
training and procedures. One question that remains is, why were the EF-12V controls
closed? It had to be a human error that caused these normally open valves to be closed.
The reason for their closure has not even been determined. If there was a human error
which resulted from operator factors, it was the closure of these valves and the failure to

make it known that they were closed.
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An ancillary implication of the above discussion of human error is that the NRC
must establish a clear discrimination between human error attributable to operator
factors, which is real human error, and error on the part of the human operator which is a
direct result of poorly designed control room components and information, inadequate
procedures, or ineffective training. The NRC Office of Nuclear Reactor Regulation, in
its report on TMI Lessons Learned (NUREG-0578, 1979) attempts to differentiate human
error from design error. The report states that "design errors that lead to a loss of a
safety function are generally not correctable without plant shutdown and redesign under
current limiting conditions for operations. .. Human errors that result in a loss of safety
function are usually amenable to prompt and specific correction" (page A-62, emphasis

added). It is apparent that the Lessons Learned report does not acknowedge the fact that
many situations typified as cases of human error are caused by design deficiencies, and, as
such, will not be corrected promptly. A memo written by M.I. Cotton on 6 Novem-
ber 1979 concerning the NRC Report NUREG 0600 "Investigation into the March 28, 1979,
Three Mile Island Accident by Office of Inspection and Enforcement" is eloquent on this
point. Mr. Cotton states correctly that if an operator action is incorrect as a result of
how information is supplied to him during an emergency, then the operator should not be
at fault. To call the incorrect action operator error without determining whether or not
the operator was led into the action by poor control room engineering is improper and
without it the (NUREG 0600) report is incomplete. Mr. Cotton goes on to state that an
operator who is considered poorly trained is not at fault for an action he takes as a result
of his training. He states that NUREG 0600 implies that operators were at fault for not
following plant procedures. If one keeps the operator training in mind while reading
procedures for mitigating a LOCA, according to Mr. Cotton, one cannot conclude that the

operators were at fault.

2.3 Conclusions

It can be concluded that operator error played a significant role in the TMI accident.
Investigation of operator responses and support provided to operators in selecting these

responses led to the conclusions that:

o Failure to isolate the failed PORYV resulted from:
l. An inadequate display of PORYV status
2. Absence of a display of flow through the PORYV 3.Location of
the RCDT on the back of the control panel
4. Procedures which failed to indicate the implications of a high
PORYV exhaust temperature, how high was too high, and what
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was the maximum tolerable difference between the PORV
temperature and the temperature of the code safety valves

5. Complete absence of guidance concerning what procedure was
applicable

6. No guidance, in any procedure, which enabled the operator to
diagnose the problem as a leak at the top of the pressurizer,
which would result in increased level and decreased pressure

e The inappropriate bypassing of safety injection and throttling of HPI
by the operators resulted from:

Absence of a direct indication of coolant level in the core

2. Training and procedures which stressed bypassing ES after a
turbine trip

3. Training which emphasized avoiding a solid pressurizer

4. Absence of procedures containing guidance on criteria for
throttling HPI

5. Training which conditioned them to believe that a high coolant
level in the pressurizer meant that the core must be covered

6. Procedures which failed to indicate what should be done in the
situation of high pressurizer level and low RCS pressure

e The errors in controlling steam generator levels resulted from:

1. Absence of a direct display of emergency feedwater flow to
the steam generators

2. Absence of an alarm indicating that the emergency feedwater
system is inoperative

3. The confusing arrangement of controls and displays on the
feedwater panel which initially inhibited the detections that
the 12 valves were closed and which also probably caused the
operator to increase feedwater flow to the B generator rather
than to the A OTSG, allowing the A generator to boil dry

e Failure to trip RC pumps and failure to establish natural circulation
was caused by:

I. Absence of guidance concerning what procedure was in effect
at what time

2. Improper location of RC pump vibration/eccentricity displays,
7 feet high and on the back panel, 20 feet from the main RC
pump panel

3. Absence of training concerning conditions for natural circula-
tion.

The overall conclusions are: (1)operators did commit a number of errors which
certainly had a contributory if not causal influence in the events of the accident; and
(2) these errors resulted from grossly inadequate control room design, procedures, and

training rather than from inherent deficiencies on the part of the operators.
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3.0 TMI-2 CONTROL ROOM DESIGN AND OPERATIONS

The likelihood of operator errors, such as those involved in the March 28th accident,
can be significantly reduced by the systematic integration of human factors engineering
into system planning design and operations (41). To determine the extent to which TMI-2
was designed and operated to prevent operator errors, an effort was ur;dertaken to

determine:

(@) The quality of human factors engineering exhibited in the as-built control

room, procedures, and training

(b) The steps taken by the TMI-2 A-E, utility and NSSS vendor in integrating
human engineering into the CR development and operations cycle

(c) The relative importance of human factors engineering in the TMI-2 control

room as compared with other same-vintage control rooms.

3.1 Control Room Design

The object of human factors engineering is to integrate the human component into
the system. This integration has the effect of preventing human error. One means to
reduce the likelihood of error is to design the operator's workspace to fit his capabilities,
limitations and requirements in performing the required tasks. For instance, visual acuity
must be considered in determining the size of displays to be read.at a distance, and short
term memory should be considered when a determination is made of the amount of

information to be contained in a written instruction.

In the late '60's human factors had advanced to the point where the vast majority of
control room design characteristics (e.g., distances between controls and displays, colors,
display sizes, labeling, lighting, etc.) had been thoroughly researched and widely reported
(see Appendix T). Furthermore, the academic, research, and engineering aims of human
factors engineering were incorporated into the Human Factors Society which published a
journal dealing specifically with human factors engineering issues, and the IEEE had a
special committee on human factors engineering in electronics. Finally, the designers of
nuclear power plants had access to many firms specializing in human factors engineering
services.
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Against this backdrop of extensive information on human engineering, the question

can be asked, how well was the control room at TMI-2 designed to prevent human error?

Were the proven principles and data applied in the TMI-2 design? Were other control

rooms of the same vintage of design similar to TMI-2?

Two concurrent approaches were used to answer these questions: (l)a formal

Human Factors Engineering Test and Evaluation (HFE T&E) which involved examining the

human engineering of selected control panels and; (2) a general human engineering

comparison of the TMI-2 control room to two other control rooms.

(a)

Human Factors Engineering Test and Evaluation

Human factors engineering test and evaluation (HFE T&E) encompasses the
techniques, methods, principles and data used to assess the adequacy of a
system's design. In general, effective 'system performance is dependent on the
extent to which the system's design incorporates the requirements of its
constituent elements. For the human factors engineer, this tenet is expressed
in terms of the capabilities and limitations of the human operator as they
relate to the operator's functions within the system. By corollary, the crux of
effective design, from an HFE perspective, is the translation of operator
functions into specific tasks and, subsequently, into quantifiable information
and performance requirements. These requirements are then used as standards
against which the adequacy of the design of the man-system interface is
measured. For the nuclear power plant, the keystone of this interface is the
control room. As it relates to the incident at TMI-2, HFE T&E provided the
tools for estimating the degree to which the control room's design and
established operating procedures precipitated and/or compounded the sequence
of events and associated operator actions which led to the accident. The
specific objectives of this effort are listed below:

1. Identify systems, components and procedures in the control room which

played a critical role during the first 150 minutes of the accident

2. Identify relevant human factors considerations for each system, component
and procedure which had a critical relationship to the accident

3. Evaluate degree of compliance of critical systems, components and pro-
cedures to applicable human factors principles and standards

4. Assess the impact on operator performance of specific systems, component
and procedural features which fail to comply with human factors principles
and standards.
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The core of this task involved the developmeni of a timeline/decision-action
sequence describing plant status and operator activities during the first 150
minutes of the accident. This sequence was developed through a compre-
hensive review of the available documentation, including transcripts of opera-
tor interviews and various chronologies, and interviews with TMI-2 control
room operators. The sequence was validated and revised during a walk-
through of the accident, using a mockup of the control room, at which time
inputs were made by four of the operators who participated in the incident. (A
complete description of the sequence is depicted in Appendix C while a

description of its development is contained in Appendix A of this report.)

In the course of developing the sequence, principal operator tasks were
analyzed to identify critical systems, components and operator actions/
inactions. Criticality was defined in terms of the subject item's relationship
to the course and outcome of the accident.

Each of the critical systems and components was analyzed to determine HFE
considerations relevant to its design. This analysis focused on the following

characteristics:

@ Control/display integration
- position relationships
-~ movement relationships
- control/display ratio

® Visual displays
- information
- location and arrangement
- coding

e Audio displays/warnings
- signal characteristics in relation to operational conditions
and objectives
- clarity of meaning

e Controls
- selection (appropriateness)
- direction of movement
- arrangement of grouping
- coding
- prevention of accidental activation

e Labeling
- orientation and location
- content
- design of characters
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(b)

e Workspace
- visual envelope
- reach envelope
Operator actions/inactions were analyzed to identify the information and

control requirements of the operator.

Based on the above analyses, applicable HFE design checklists were selected
from the Army Test and Evaluation Command document TOP-1-2-610, Human

Factors Engineering Test Procedures (26). Checklists selected included:

e Labels, Markings

e Controls

¢ Displays and measures
o Workspace.

(Copies of the above checklists are contained in Appendix D.)

During the course of the evaluation, four separate visits were made to TMI to
collect data. The focus of these visits were as follows:
e Visit I: initial familiarization with control room layout, systems
and components
e Visit 2: application of HFE design checklists
e Visit 3: interviews with TMI-2 control room operators
e Visit 4: analysis of control room design in relation to critical
operator tasks.
In addition, a full scale mockup was used to evaluate control-display design
and workspace.

The test and evaluation reported below leaves little room to doubt that the
TMI-2 control room was not designed to minimize human error — even in
highly critical systems.

Comparison of TMI-2 Control Room Design to Same Vintage Plants

In order to determine if other nuclear power plant designers arrived at the
same solutions to human engineering problems as did the designers of TMI-2,
two same-vintage plants were selected for comparison. Aside from date-of-
design, other criteria used for selection included: Pressurized Water Reactor
Plant; different Architect-Engineer and Utility; and approximately the same
plant output.
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Two plants were chosen:

® Calvert Cliffs - Unit |
e OQconee - Unit 3.

Human Engineering personnel visited each of these plants and collected the

following information:

a) Procedures
b) Number of Switches/Displays in Primary Areas

c) Particular Control/Display Solutions to Specific Control Problems
(Appendix D)

d) Photos of Specific Control/Display Components
e) Description of Annunciator Procedures & Designs
f) Role of Automation

g) Description of Auditory Alarms

h) Description of Communications Network

i) Actual Color Coding Practice

j) Photos of CR and Panel Arrangements

k) Panel/Room Dimensions.
These data were synthesized into the following results:

a) Control Room Descriptions
b) Procedures Comparison (Reported in Section 3)

c) Control Panel Human Engineering Comparisons
(Notable Human Engineering Features of Panels)

d) Reach and Visibility Surveys.

The major issue addressed by this section is whether the human engineering
design solutions used in the TMI-2 control room were a function of the state-
of-the-art in the nuclear power plant industry in the late 1960's. The approach
used was to compare the human engineering features of TMI-2 to the features
of two other plants (Calvert Cliffs-1 and Oconee-3) designed around the same
time. It is shown below that in some aspects TMI-2 represents the state-of-
the-art (i.e., color coding, procedures and, perhaps, labeling), but in other
aspects (i.e., reach and visibility, and man-system integration) TMI-2 design
was not bounded by the state-of-the-art. While other research (39, 45, 46)
shows that the human engineering (or lack thereof) in TMI-2 is not unusual for
its generation of power plant, the data collected on Calvert Cliffs-1 and
Oconee-3 clearly show that better human engineering was being practiced in

at least two other plants.
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3.1.1 Control Room Descriptions

All three of the control rooms surveyed are designed for single operator monitoring
during normal operations; all have a centrally located reactor panel with critical or
frequently-used systems located nearby; and all have near-horizontal consoles for
mounting most controls. Most of the meters and digital displays are mounted on vertical
panels in all plants.

As shown in Figure 6 TMI-2 is larger than the other two control rooms and has more
panel space, controls, displays, integrated controls/displays and annunciators than the
other two plants. While TMI-2 provides one video monitor, it is not larger or as easily-
readable, and operators have no means to view critical parts of the plant from the control
room.

Calvert Cliffs-1 occupies one side of a U-shaped control panel housing the controls
and displays for Units | and 2. Unit 2 layout is a mirror image of Unit l. When both Units
are staffed by the same operators, this arrangement increases the likelihood of operator

error through negative transfer of training.

Oconee-3 appears to be very simple. This is a combination of actual design
economy and the lack of a Power Distribution Panel, which is included in both the Calvert
Cliffs-1 and Three Mile Island-~2 panels.

The difference between the three plants in terms of numbers of components may not
be as large as it seems. The TMI-2 philosophy was to maximize the information available
to the operator, whereas Calvert Cliffs-1 and Oconee-3 attempted to optimize the
information by assigning some data to computer printouts and, in the case of Calvert
Cliffs, dispatching a large number of controls/displays to satellite control room areas.

The operator's visual burden appears to be substantially less in Calvert Cliffs and
Oconee than in TMI-2. By making alarm information available over video displays and by
using summary (system level) annunciators for systems located in satellite areas, this
improvement in operator information load did not sacrifice or even compromise safety or
reliability. In fact, it is probably the case that reducing the number of annunciators in the
control room enhances the operator's ability to detect and recognize patterns in events,

thus improving diagnosis of root causes of transients or accidents.
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3.1.2 Workstation Design

One of the fundamental tenets of human factors engineering is that workstation
design must facilitate operator performance and reduce the probability of operator error.
This is accomplished by thorough analysis of the tasks to be performed at the workstation
in conjunction with consideration of the perceptual, cognitive, anthropometric and
biomechanical characteristics and limitations of the human operator (28). A well-
designed workstation provides the operator with the controls and displays necessary for
him to perform his tasks in an expedient, error-free manner. Controls and displays are
organized according to function, sequence, or relation to the larger system (i.e., mimic) in
order to minimize the operator's visual and reach envelopes and his time to locate specific
controls or displays. In all cases, control/display relationships are obvious and consistent,

thereby reducing the operator's time to respond.

It is evident from the design of the TMI-2 control-room that little attention was paid
directly to the tasks which must be performed at the various workstations, or the
capabilities and limitations of the operators performing such tasks. The following
deficiencies identified in the HFE T&E effort, are indicative of this shortcoming:

e In many cases, workstation design appears to maximize rather than
minimize visual scan, reach and walking requirements.

- RC pump seal pressure is on panel 10, seal temperature on
panel &, while the pump controls are on panel 4.

- Feedwater pump auxiliary oil pump control is on panel 17,
whereas main pump control is on panel 4.

- Main turbine supervisory instruments are on panel 16, while
primary turbine controls are on panel 5.

- PBorated water storage tank controls, which are necessary to
emergency makeup, are on panel 8, whereas other makeup
controls are on panel 3.

- Uncompensated pressurizer level indicators are on panel 5,
while all other pressurizer indicators are on panel 4.

- Decay heat indicators are on panel 8, while decay heat pump
controls are on panel 3.

- ECCS actuation control is on panel 3, while ECCS status is
displayed on panel 13.

- Some feedwater controls and displays are on panel 5, while
others are on pane} 17.

- Some electrical panel breakers are on panel 6, while their
associated displays are on panel 18.

- Controls for the intermediate closed cooling pumps are on
back panel 8, despite the fact that control of these pumps is
required during letdown, which is controlled from panel 3.

- There is no indication of RCS pressure adjacent to feedwater
controls, despite the fact that feedwater dramatically affects
RCS pressure, :
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- Turbine oil temperature indicators are not adjacent to turbine
oil pressure indicators.

- Controls placed at the back of the operating consoles results
in excessive reach envelopes (e.g., 42 inches to MU-V-376).

e Controls and displays are not logically or consistently sequenced.
- Makeup valve controls: A, C, B, D
- RC pump start switches: AB AB
- Header pressure indicators: B, A
- Pressurizer heater controls: 3, 2, |
5,4
- Pressurizer narrow range indicators: B, A
- Main steam bypass valve control locations are opposite to
those of the main steam bypass block valve controls:
AB AA
AB BB
Bypass Bypass block
- RC auxiliary pump controls for loops A and B are not grouped
according to loop.

e Indicator lights are inconsistently placed above, beside, or below
their associated controls.

e Nonessential displays are located in primary panel space.
- Sodium Thiosulfate T/C temperature indicator on panel 3 is
not used.
- Feedwater pump speed indicator on panel 5 is not used.

e In some cases, necessary controls and displays are remote from the
control room.

- There are various block valves for the inlet and discharge
headers for the makeup pumps. These are not indicated or
controlled in the control room.

- There are no controls provided within the control room for
main instrument or service air compressors.

e Controls on several panels were evaluated against standard human
engineering control criteria (details are contained in Appendix D).

- 14 of 29 (48%) applicable criteria were not met by controls on
Reactor Control System — Panel 4.

- 35 of 43 (81%) applicable criteria were not met by controls on
Pressurizer System — Panel 4.

- 29 of 38 (76%) applicable criteria were not met by controls on
Secondary System — Panel 4,

- 20 of 39 (50%) applicable criteria were not met by controls on
Makeup System — Panel 3.

Reaching over benchboards to actuate switches or to manipulate recorders not only
obscures the displays under the reaching operator, but it increases the risk that the
operator will unintentionally actuate some switch. Frequently it prevents the operator

from monitoring important displays during switch operation.
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To assess reach envelopes, the benchboards and attached vertical panels in TMI-2,
Oconee-3 and Calvert Cliffs-1 were examined with respect to the reach required to
manipulate controls and recorders. The levels of excessive reach requirements were
defined using the stature of the fifth percentile male (street clothes) as a basis.l
Components falling in the first section required a reach of 10"-14" greater than the fifth
percentile male standing erect could provide without bending over the panel. Components:
in Section 2 required 14"-18" greater reach, and components in Section 3, a reach
extension of greater than 18".

e Calvert Cliffs — Section 1 (10"-14")
- 3 Rotary switches
- 1 TV control
- 1 Key sort switch

e Oconee — Section 1 (10"-14")
-~ 22 Recorders
- 2 Control units (24 switches each)
- 1 Test panel (18 switches)
- 1 Reset unit (8 switches)
- 1 Flow unit (3 controls)
- 3 Counter reset (1 control each)
- 1 Typewriter control panel (4 controls)
- 5 Switches (very infrequent use)

e Oconee — Section 2 (14"-18")
- 4 Video monitor control units (approximately & controls
each)

e Oconee — Section 3 (greater than 18")
- Remote video switching unit (8 controls)

e TMI-2 — Section 1
- 18 Chart recorders
- 10 Control stations (10 switches)
- 31 Switches (most with frequent use)

e TMI-2 — Section 2

- None
e TMI-2 — Section 3
- None
3.1.3 Control and Display Design

The design of individual controls and displays will, to a large extent, determine the
utility of their associated workspace. Obviously, the size of the workspace will vary

1Nin‘cy«:five percent of all males are taller than the fifth percentile male. U.S.A.F.
surveys conducted in the early 1950's were used as a basis (23).
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according to the size of controls and displays contained within it; therefore, care must be
taken to select appropriate controls and displays to minimize the operator's visual and
reach envelopes. Of greater concern, however, is the selection of controls and displays
which will facilitate the performance of tasks assigned to a particular workstation. This
can only be accomplished through thorough identification and analysis of the information
and performance requirements of the tasks to be performed at the workstation, within the

context of the capabilities and limitations of the human operator.

During the evaluation of the TMI-2 control room, the following control and display
design inadequacies were noted:

e Controls have been selected without regard for the relationship
between size and performance. As a consequence, many controls
(e.g., "J-handle" switches) are unnecessarily large requiring extensive
panel space to contain them.

e Displays have been selected without concern for the information
processing requirements of the operator. As a result, rarely used or
noncritical displays (e.g., electrical displays on panel 6) are unneces-
sarily large and prominent in the workspace, whereas critical displays
(e.g., pressurizer level) are smaller and less easily seen.

e Critical controls are not well guarded.
- Reactor trip pushbutton
- Turbine trip pushbutton

e Vertical displays used throughout the control room have both parallax
and glare problems.

e Meters do not have integral emergency backlighting (CRO stated that
emergency overhead lighting is inadequate).

e Bulbs are difficult to change in pushbutton/legend light control-
indicators — in some cases resulting in shorting out of the switch.
(Note: CROs stated that the process is so unmanageable that they
generally wait until the plant is shutdown before attempting to
replace burned out bulbs).

e Auditory displays associated with annunciators lack directional pro-
perties which would assist the operator in locating alarming
annunciators.

e Auditory displays associated with annunciators are not prioritized to
assist the operator in discriminating critical alarms.

e Controls having common operating modes (i.e., automatic and
manual) are not designed so that mode selection is constant between
controls. In some cases control is turned clockwise to place system

> manual, in other cases, counterclockwise.
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- There is no displayed indication of direction of valve travel or
percent open, making it impossible for operators to "fine tune"
valve positioning.

- RC pump amp meters are marked in 30 amp increments with
150 amp major graduations.

- Reactor power is displayed in increments of 2.5%.

- Strip charts are overloaded, in some cases displaying up to 72
separate channels on the same chart, making output difficult
or impossible to decipher.

- Critical controls have no obvious indication of being in manual
(e.g., when the pressurizer spray valve is set to manual, the
handle is "up" (out), but the pointer is at "AUTO").

- ICS has no obvious indication of being in the "Track" mode
(i.e., turbine response driving system response). This short-
coming is particularly critical since the system may auto-
matically place itself in the track mode.

e The annunciator system, which includes over 750 annunciator lights
(some of which are outside the main operating area, e.g., RCDT
panel), is poorly organized, both in terms of grouping and relationship
of alarms to associated subsystems. In addition, critical alarms have
not been color coded or otherwise prioritized to permit immediate
identification. In many cases, legends are excessively wordy or
contain inconsistent abbreviations, increasing the time required to
ascertain their meaning (see Figure 7).

e There is no annunciator for reactor trip.

e Extinguished lights are used as positive indication of system status
(e.g., PORYV seated). This situation is compounded by the fact that,
in most cases, indicators contain single incandescent bulbs with no
provision for lamp testing.

e Displays on several panels were evaluated against standard human
engineering criteria.

- 32 of 40 (80%) applicable criteria were not met by displays of
Reactor Control System — Panel 4.

- 48 of 50 (96%) applicable criteria were not met by displays on
Pressurizer System — Panel 4.

- 57 of 60 (95%) applicable criteria were not met by displays on
Secondary System - Panel 4,

- 54 of 60 (90%) applicable criteria were not met by displays on
Makeup Systems — Panel 3.

Parallax — All three plants reviewed make extensive use of moving-pointer, arc-
scale vertical indicators. Unless these indicators are viewed on a line passing through the
pointer and perpendicular to the scale plate, parallax will occur. Parallax, which produces
a difference between the actual and the seen indicator reading, becomes increasingly

harmful as the importance of small pointer movements increases.

With vertical indicators, parallax will occur when the pointer is high on the scale if
the indicator is placed so high on the panel that the operator cannot "look down" on it.

Parallax increases as the indicator is placed higher on the panel.
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Aside from placing the vertical indicator on the panel so it can be read easily,
parallax can be minimized by selecting an indicator where the pointer is mounted very
near the scale, and where the scale plate is mirrored. By using the mirrored scale, the
operator can line up the pointer with its image and be confident that his reading is

accurate,

Another means to improve the operational reliability of a vertical indicator is to
select indicators with limit alarms (upper and/or lower). This removes the identification
of critical or degrading situations from the operator who would usually examine the

indicator at intervals or when the situation necessitates.

The parallax survey of the three plants focused on vertical meters in the primary
area above the eye level of the fifth percentile male (street clothing), based on U.S. Air
Force surveys during the early 1950's (23).

e Oconee had only one indicator above the limit.

e Calvert Cliffs had 75 indicators above the level.
- All had mirrored scales
- 25 had limit switches

o TMI-2 had 115 vertical indicators above the eye level of the fifth
percentile male. None had mirrored scales or limit switches.

3.1.4 Displays

The single most critical design requirement for the nuclear power plant control
room is the effective display of information to the operator. This requirement is most
pronounced during emergency conditions, where prompt, accurate diagnosis of a problem
by the operator may be critical to plant survival. To perform this task